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Epilog — Nahe zur Infrastruktur

Ich arbeite nicht im Maschinenraum des Internets.
Ich sitze auch nicht taglich an Routern oder schreibe Routing-Policies.

Und doch bin ich ndher an BGP, als es viele vermuten witirden.

Als Key Account Manager bei einem Internet Service Provider bewege
ich mich an einer Schnittstelle, die selten als kritisch wahrgenommen
wird: zwischen Kundenanforderungen, wirtschaftlichen Rahmenbedin-
gungen und technischer Realitdt. Genau an dieser Schnittstelle zeigt

sich, was BGP tatsachlich ist — und was es nicht ist.

Routing ist fiir viele Kunden ein abstraktes Versprechen. Konnektivitat
wird erwartet, Verfligbarkeit vorausgesetzt, Stabilitat als gegeben an-
genommen. Erst wenn etwas nicht mehr funktioniert, riickt das Thema
in den Vordergrund. Dann tauchen Fragen auf, die sich erstaunlich dh-

neln:
Warum ist das passiert?
Warum betrifft uns das, obwohl wir nichts gedndert haben?

Warum lasst sich das nicht einfach sofort beheben?
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Die ehrliche Antwort ist oft unbequem: Weil globale Konnektivitat auf
lokalen Entscheidungen basiert, weil Vertrauen ein integraler Bestand-
teil des Interdomain Routings ist — und weil Fehler sich im Internet nicht
linear verhalten. Ein einzelnes falsch angekiindigtes Préfix, eine unbe-
dachte Policy-Anderung, ein fehlender Filter kann Auswirkungen entfal-

ten, die weit Uber den eigenen Verantwortungsbereich hinausgehen.

In Gesprachen mit Kunden, insbesondere mit solchen, die selbst kriti-
sche Dienste betreiben, wird deutlich, wie grof3 die Diskrepanz zwischen
Erwartung und Realitat ist. Das Internet wird als resilient wahrgenom-
men, als redundant, als selbstheilend. Und vieles davon stimmt - bis zu
einem gewissen Punkt. Doch Resilienz ist kein Naturgesetz. Sie ist das
Ergebnis von Designentscheidungen, Betriebserfahrung und koordi-
niertem Verhalten vieler Akteure. BGP ist dabei kein autonomes Sys-
tem, sondern ein soziales Protokoll: Es funktioniert, weil sich die meis-

ten Beteiligten korrekt verhalten — nicht, weil es sie dazu zwingt.

Gerade in der Rolle eines Key Account Managers wird diese soziale Di-
mension sichtbar. Routing-Fragen sind selten rein technisch. Sie sind
wirtschaftlich motiviert, vertraglich gerahmt, politisch beeinflusst.
Wenn Kunden Multi-Homing fordern, erwarten sie Redundanz. Wenn
sie Traffic Engineering verlangen, erwarten sie Kontrolle. Wenn sie Aus-
falle erleben, erwarten sie Verantwortung — oft unabhangig davon, wo

die Ursache tatséachlich liegt.

Diese Nahe zu den Erwartungen auf der einen Seite und zu den techni-
schen Grenzen auf der anderen war einer der Griinde, dieses Buch zu

schreiben. Nicht, um BGP zu erkldren — das tun andere Werke
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ausflhrlich und besser. Sondern um ein Bewusstsein dafuir zu schaffen,
dass wir es beim globalen Routing nicht mit einer rein technischen Dis-
ziplin zu tun haben, sondern mit einer kritischen Infrastruktur, deren

Stabilitat von kollektiver Sorgfalt abhéangt.

Viele der beschriebenen Probleme sind seit Jahren bekannt. Route
Leaks, Hijacks, Instabilitdten, mangelhafte Filter — all das ist kein neues
Phanomen. Neu ist jedoch der Kontext: eine zunehmende Abhéangigkeit
nahezu aller gesellschaftlichen Bereiche vom Internet, eine Verdichtung
kritischer Dienste auf IP-basierter Kommunikation und eine steigende
Komplexitat der Routinglandschaft durch Cloud, CDNs und globale

Plattformen.

In dieser Realitat reicht es nicht mehr aus, BGP als gegeben hinzuneh-
men. Es reicht auch nicht, sich auf Best Practices zu berufen, wenn de-
ren Umsetzung freiwillig bleibt. Wer heute Verantwortung fiir Netze
tragt — sei es technisch, organisatorisch oder kaufméannisch —, tragt auch
Verantwortung fur die Stabilitat des Gesamtsystems. Diese Verantwor-
tung beginnt nicht erst beim Incident, sondern bei der taglichen Ent-
scheidung, wie sorgfaltig Routing betrieben, dokumentiert, gefiltert und

Uberwacht wird.

Dieses Buch versteht sich als Einladung zur Reflexion. An Betreiber, die
im operativen Druck stehen. An Entscheider, die technische Risiken be-
werten missen. Und an alle, die an den Schnittstellen arbeiten, an de-

nen technische Realitat auf geschéaftliche Erwartungen trifft.

BGP wird bleiben. Nicht, weil es perfekt ist, sondern weil es funktioniert

— unter der Voraussetzung, dass wir seine Schwéachen kennen und mit
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ihnen verantwortungsvoll umgehen. Dieses Bewusstsein zu fordern, ist
das Ziel dieses Buches. Und es ist auch der Grund, warum jemand, der

taglich mit Kunden spricht, Giber Routing schreibt.

Nicht aus Distanz zur Technik, sondern aus Nahe zu ihren Konsequen-

zen.

Viel Vergnuigen bei der Reise zu den zentralen Mechanismen des Inter-

nets.

Holger Reibold

P.S.: Wer sich im Alltag nicht nur theoretisch, sondern ganz praktisch
mit den hier beschriebenen Fragestellungen auseinandersetzen muss,
weil3, dass Routing selten ein isoliertes Technikthema ist. Beratung, De-
sign, Betrieb und Incident-Unterstitzung greifen ineinander — insbeson-
dere dort, wo BGP geschaftskritisch wird. Die intersaar GmbH bietet ge-
nau in diesem Spannungsfeld spezialisierte Dienstleistungen rund um
BGP, Interconnection und Routing-Sicherheit an. Weitere Informatio-

nen dazu finden Sie unter www.intersaar.de.
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1 Das Internet als verteilte Infrastruktur

Das Internet wird haufig als etwas Selbstverstandliches wahrgenom-
men. Als Dienst, als Plattform oder als abstrakte ,,Cloud”, die jederzeit
verfligbar ist und zuverlassig funktioniert. In dieser Wahrnehmung ver-
schwindet die eigentliche Struktur des Internets fast vollstdndig: Es er-
scheint als homogenes Ganzes, als ein globales System mit klaren Zu-

standigkeiten und automatischer Resilienz.
Diese Vorstellung ist bequem — und doch ist sie falsch.

Tatsachlich ist das Internet kein einzelnes Netz und keine zentral betrie-
bene Infrastruktur. Es ist das Ergebnis der Zusammenarbeit zehntau-
sender unabhangiger Netzwerke, die sich gegenseitig Konnektivitat zu-
sichern, ohne einer libergeordneten Instanz zu unterliegen. Jedes die-
ser Netzwerke trifft eigene technische, wirtschaftliche und organisatori-
sche Entscheidungen. Dass aus dieser Vielzahl lokaler Entscheidungen
eine globale Kommunikationsinfrastruktur entsteht, ist weder selbstver-

standlich noch garantiert.

Die Stabilitat des Internets beruht nicht auf zentraler Kontrolle, sondern
auf Dezentralitdt, Redundanz und gegenseitigem Vertrauen. Diese Ei-
genschaften haben das Internet skalierbar und erfolgreich gemacht -
sie bringen jedoch auch inharente Risiken mit sich. Fehler, Fehlannah-
men oder Fehlkonfigurationen bleiben nicht zwangslaufig lokal be-
grenzt. Unter bestimmten Umstdnden konnen sie sich global auswir-

ken, selbst wenn sie an einer einzelnen Schnittstelle entstehen.
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Um zu verstehen, warum Routingfehler globale Ausféalle verursachen
kdnnen, muss man zunéachst verstehen, wie das Internet strukturell auf-
gebaut ist. Begriffe wie Autonomes System, Transit, Peering oder Re-
dundanz sind dabei keine rein technischen Konzepte. Sie beschreiben
zugleich wirtschaftliche Beziehungen, Verantwortlichkeiten und Abhan-
gigkeiten. Das Routing des Internets ist damit immer auch ein Spiegel

seiner organisatorischen Realitat.

Dieses Kapitel legt das Fundament fir alle weiteren Betrachtungen im
Buch. Es beschreibt das Internet als verteilte Infrastruktur, erklart die
Rolle autonomer Systeme und zeigt, warum es keine zentrale Steue-
rung gibt —und auch nie gegeben hat. Erst vor diesem Hintergrund wird
verstandlich, weshalb das Border Gateway Protocol eine so zentrale
Rolle einnimmt und warum seine Schwéchen nicht isoliert betrachtet

werden kdnnen.

Wer BGP als kritische Infrastruktur begreifen will, muss zunachst akzep-
tieren, dass das Internet kein monolithisches System ist. Es ist ein fra-
giles Gleichgewicht aus Kooperation, Eigeninteresse und technischem
Pragmatismus. Dieses Gleichgewicht zu verstehen ist der erste Schritt,
um seine Risiken realistisch einschatzen und verantwortungsvoll mit

ihnen umgehen zu kénnen.

1.1 Das Internet als Netzwerk von Netzwerken

Das Internet ist kein einzelnes, zusammenhdngendes Netz und auch

keine Infrastruktur, die von einer zentralen Stelle geplant, betrieben
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oder kontrolliert wird. Vielmehr handelt es sich um ein Netzwerk von
Netzwerken: eine lose gekoppelte Gesamtheit tausender unabhangiger
Netze, die sich freiwillig miteinander verbinden, um globale Konnekti-

vitat zu ermaoglichen.

Diese Netzwerke werden als Autonome Systeme bezeichnet. Jedes au-
tonome System steht unter eigener administrativer Kontrolle, verfolgt
eigene technische und wirtschaftliche Ziele und entscheidet selbst, mit
welchen anderen Netzen es Datenverkehr austauscht. Es gibt keine In-
stanz, die verbindlich festlegt, wie diese Netze aufgebaut sein miissen
oder welche Pfade der Datenverkehr nehmen soll. Die globale Erreich-
barkeit des Internets entsteht ausschlielich aus der Summe lokaler

Entscheidungen.

Der Begriff ,Netzwerk von Netzwerken” beschreibt daher mehr als nur
eine technische Topologie. Er steht flir ein Organisationsmodell, das auf
Dezentralitdt und Kooperation beruht. Autonome Systeme schlie3en bi-
laterale oder multilaterale Vereinbarungen, tauschen Routinginformati-
onen aus und ermoglichen so, dass Datenpakete ihren Weg tber zahl-
reiche Netze hinweg finden. Diese Zusammenarbeit ist in der Regel
nicht altruistisch motiviert, sondern folgt klaren wirtschaftlichen Inte-
ressen. Transit, Peering und Paid Peering sind Ausdruck dieser Interes-

sen und pragen maf3geblich die Struktur des Internets.

Ein zentrales Merkmal dieses Modells ist die fehlende globale Optimie-
rung. Jedes autonome System optimiert aus seiner eigenen Perspek-
tive: Kosten, Performance, Ausfallsicherheit oder regulatorische Anfor-

derungen. Was fiir ein einzelnes Netz sinnvoll ist, muss nicht
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zwangslaufig zu einem optimalen Gesamtergebnis flihren. Dennoch
funktioniert das Internet in der Praxis bemerkenswert zuverlassig, weil
sich Uber Jahrzehnte stabile Muster der Zusammenarbeit etabliert ha-

ben.

Diese Dezentralitat ist eine der grof3ten Starken des Internets. Sie er-
moglicht Skalierbarkeit, Innovation und Resilienz gegentiber lokalen
Ausfiéllen. Gleichzeitig ist sie aber auch die Quelle struktureller Risiken.
Da es keine zentrale Instanz gibt, die Routinginformationen validiert
oder durchsetzt, basiert die globale Erreichbarkeit auf Vertrauen. Jedes
autonome System verldsst sich darauf, dass die von anderen Netzen

angekiindigten Routinginformationen korrekt sind.

In einem solchen System kdnnen Fehler nicht einfach ,abgefangen”
oder isoliert werden. Wenn ein autonomes System fehlerhafte oder un-
erwilinschte Routinginformationen weitergibt, kénnen diese sich ent-
lang der bestehenden Verbindungen ausbreiten. Je besser ein Netz an-
gebunden ist, desto grof3er ist potenziell die Reichweite seiner Entschei-
dungen — unabhangig davon, ob diese absichtlich oder unbeabsichtigt

getroffen wurden.

Das Verstandnis des Internets als Netzwerk von Netzwerken ist daher
essenziell, um die Dynamik von Routingfehlern zu begreifen. Globale
Auswirkungen entstehen nicht trotz, sondern wegen der dezentralen
Struktur des Internets. Diese Struktur ist kein Mangel, sondern eine be-
wusste Designentscheidung. Sie macht das Internet leistungsfdahig —
und zugleich anféllig fiir systemische Effekte, die nur schwer zentral

kontrollierbar sind.
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AS10

AS30 AS40

Das Internet als Netzwerk autonomer Systeme mit dezentralen,

bilateralen Interconnection-Beziehungen.

1.2 Autonome Systeme als organisatorische Ein-
heiten

Autonome Systeme werden haufig primar als technische Konstrukte
verstanden: als nummerierte Einheiten im globalen Routing, identifi-
ziert durch eine ASN und sichtbar in BGP-Tabellen. Diese Sichtweise
greift jedoch zu kurz. Ein autonomes System ist vor allem eine organi-
satorische Einheit, in der technische, wirtschaftliche und strategische

Entscheidungen zusammenlaufen.

Formal beschreibt ein autonomes System eine Menge von Routern un-
ter einheitlicher administrativer Kontrolle, die gegeniiber der Aul3en-

welt eine konsistente Routing-Policy verfolgt. Entscheidend ist dabei
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