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Epilog

Im Frihjahr 2024 verklindete ein fihrendes Technologieunternehmen
stolz, sein KI-System habe ,,menschliches Urteilsvermdgen” erreicht.
Wenige Wochen spéter brachte ein 17-jahriger Schiiler eben dieses Sys-
tem mit einer einzigen, vollstdndig regelkonformen Interaktion dazu,

detaillierte Anleitungen fir illegale Aktivitaten auszugeben.
Kein Bug.

Kein Exploit.

Kein Regelbruch.

Nur eine Annahme, die sich im realen Betrieb als falsch erwies.
Willkommen im Zeitalter des Kl-Red-Teaming.

Wahrend Sprachmodelle Gedichte schreiben, Geschéaftsstrategien ent-
werfen und medizinische Zusammenfassungen liefern, bleibt eine un-
bequeme Wahrheit oft unbeachtet: KI-Systeme sind nicht intelligent im
menschlichen Sinne - sie sind anschlussféahig. Sie reagieren auf Kon-
text, Erwartungen und Wahrscheinlichkeiten. Genau darin liegt ihre

Starke. Und genau darin liegt ihr Risiko.

KI-Systeme vertrauen jedem Input, weil sie nicht unterscheiden konnen,
warum etwas gesagt wird. Sie reproduzieren Muster, weil sie keine ei-
gene Bewertung von Angemessenheit besitzen. Sie halluzinieren mit

hoher Uberzeugungskraft, weil Plausibilitat ihr Optimierungsziel ist —
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nicht Wahrheit. Und sie wirken besonders (berzeugend dort, wo

menschliche Skepsis nachlasst.
Das Gefahrliche daran ist nicht, dass KI-Systeme Fehler machen.

Das Gefahrliche ist, dass sie korrekt funktionieren — unter Annahmen,

die im realen Betrieb nicht mehr gelten.

Deshalb reicht es nicht aus, KI-Systeme einfach zu bauen und zu
deployen. Es reicht nicht, sie mit Richtlinien zu versehen, Logs zu sam-
meln oder offensichtliche Regelverstol3e zu verhindern. Wer Kl produk-
tiv einsetzt, muss sie prufen, stressen und hinterfragen — nicht als Soft-

ware, sondern als soziotechnisches System.

Dieses Buch ist kein dystopischer Alarmruf. Es ist ein Werkzeugkasten

far Realisten.

Fir Entwicklerinnen und Entwickler, die verstehen wollen, wie sich Mo-

dellverhalten im Nutzungskontext verandert.

Fir Security- und Red-Teams, die erkennen, dass klassische Exploit-Lo-

gik bei KI-Systemen an ihre Grenzen stol3t.

Fir Compliance-, Risiko- und Datenschutzverantwortliche, die Sicher-

heit nicht mehr nur als Regelkonformitéat begreifen konnen.

Und flir Entscheiderinnen und Entscheider, die wissen missen, was

Lvertrauenswiirdig” bei Kl tatsachlich bedeutet.

KI-Red-Teaming ist dabei mehr als das Testen von Prompt Injection
oder Jailbreaks. Es ist eine Haltung. Eine Methode. Der Versuch, impli-

zite Annahmen explizit zu machen - bevor sie zur Grundlage realer
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Entscheidungen werden. Es geht nicht darum, KI-Systeme zu sabotie-
ren, sondern darum, ihre Wirkungen unter realistischen Bedingungen

sichtbar zu machen.

Die Angriffe, die in diesem Buch beschrieben werden, sind keine Hel-
dengeschichten. Sie sind bewusst banal. Sie zeigen, wie regelkonforme
Interaktionen, harmlose Kontexte und scheinbar verninftige Outputs
Uber Zeit, Skalierung und Automatisierung zu systemischem Schaden
fuhren konnen. Nicht, weil jemand das System ,,gehackt” hat, sondern

weil es zu sehr vertraut wurde.

Am Ende geht es nicht darum, Kl zu stoppen.
Und auch nicht darum, sie perfekt zu machen.
Es geht darum, sie entscheidbar zu machen.

Und damit verantwortbar.

Viel Freude — und die nétige Skepsis — auf dieser Reise.

Holger Reibold

(Januar 2026)
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1 Was ist KI-Red-Teaming?

KI-Red-Teaming ist ein Begriff, der in den letzten Jahren inflationar ver-
wendet wurde. Er bezeichnete Prompt-Spielereien, automatisierte Test-
laufe, Bug-Bounty-Programme flir Sprachmodelle oder schlicht alles,
was sich kritisch mit KI-Systemen beschaftigte. Diese Unscharfe ist kein
Zufall. Sie ist Ausdruck eines Ubergangs: Klassische Sicherheitskon-
zepte reichen nicht mehr aus, neue sind noch nicht etabliert. Dieses Ka-
pitel schafft Klarheit — nicht durch Abgrenzung aus Prinzip, sondern

durch eine prazise funktionale Definition.

1.1 Definition und Zielsetzung

Kl-Red-Teaming ist keine Sammlung von Angriffstechniken, sondern
eine sicherheitsanalytische Methode. Um die weitere Diskussion auf

eine solide Basis zu stellen, wird hier folgende Definition entwickelt:

Kl-Red-Teaming ist die systematische Uberpriifung der Annahmen, un-
ter denen ein KI-System betrieben wird, indem plausible Schadens-
pfade unter realistischen Nutzungsbedingungen simuliert und bewertet

werden.

Diese Definition ist bewusst niichtern. Sie vermeidet Begriffe wie
~Hack”, ,Exploit” oder ,Breach”, weil sie flir KI-Systeme nur begrenzte
Aussagekraft besitzen. Der Fokus liegt nicht auf dem Wie eines Angriffs,

sondern auf dem Warum eines moglichen Schadens. Die Zielsetzung
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von Kl-Red-Teaming ist nicht, ein System zu kompromittieren, sondern
Unsicherheit zu reduzieren. Es liefert Entscheidungsgrundlagen fiir Or-

ganisationen, keine Garantien fir Sicherheit.
Ein erfolgreiches KlI-Red-Teaming beantwortet Fragen wie folgende:

e Unter welchen Annahmen funktioniert dieses System sicher?
e Was passiert, wenn diese Annahmen im Betrieb nicht gelten?

o Welche Wirkungen entstehen dann realistisch?

Klassisches Penetration Testing basiert auf einem klaren Sicherheits-
modell: Ein System gilt als sicher, solange es nicht erfolgreich kompro-
mittiert werden kann. Der Fokus liegt auf technischen Schwachstellen,
klaren Angriffsvektoren und reproduzierbaren Exploits. Dieses Modell

funktioniert gut flir deterministische Systeme.
Fir KI-Systeme greift es zu kurz.

Ein KI-System kann vollstandig regelkonform betrieben werden, keine
Schwachstelle im klassischen Sinne enthalten — und dennoch Schaden
verursachen. Es gibt keinen ,Exploit”, keinen klaren Eintrittspunkt, kei-
nen Moment der Kompromittierung. Stattdessen entsteht Risiko durch

korrektes Verhalten unter falschen Annahmen.
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Klasslsches Red Teaming

Deterministische Systeme
Klare Exploits & Schwachstellen
Reproduzierbarkeit als Kriterium
Regelverletzung = Sicherheitsproblem
Angreiferzentriertes Modell

Erfolg = System kompromittiert

. /

4 N

KI-Red-Teaming

Probabilistische Systeme
Verhalten & Wirkung statt Exploit

Eintrittswahrscheinlichkeit statt
Reproduzierbarkeit

Regelkonformes Fehlverhalten
Nutzungs- & kontexizentriertes Modell

Erfolg = Annahme widerlegt

. /

Vergleich der zugrunde liegenden Annahmen klassischer Red-Teaming-Anséatze

mit den Eigenschaften produktiver KI-Systeme. Wahrend traditionelles Red

Teaming auf deterministische Systeme, reproduzierbare Exploits und klare Regel-

verletzungen ausgerichtet ist, adressiert KI-Red-Teaming probabilistisches Verhal-

ten, kontextabhéangige Wirkung und die Prifung impliziter Annahmen.

Kl-Red-Teaming unterscheidet sich deshalb grundlegend:

e Es sucht keine Schwachstellen, sondern Annahmen.

e Es bewertet Wirkung, nicht nur Verhalten.

e Es akzeptiert Nicht-Determinismus als gegeben.

Penetration Testing fragt: ,Wie breche ich das System?”

KI-Red-Teaming fragt: ,Wann wird das System gefahrlich?”

Beides ist notwendig — aber nicht austauschbar.
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1.2 Abgrenzung zu Application Security und ML
Security

Application Security fokussiert die sichere Entwicklung und den Betrieb
von Software. ML Security wiederum adressiert spezifische Risiken ma-
schineller Lernverfahren: Trainingsdaten, Modellintegritat, Adversarial

Examples. KI-Red-Teaming liegt quer zu beiden Disziplinen.

Es betrachtet weder ausschliel3lich die Anwendung noch ausschlie3lich
das Modell, sondern das Zusammenspiel von Modell, Daten, Nutzung,
Prozessen und Organisation. Viele sicherheitsrelevante Effekte entste-

hen genau dort, wo Zustandigkeiten verschwimmen.

Ein formal robustes Modell kann in einer schlecht eingebetteten An-
wendung hochriskant sein. Eine sichere Anwendung kann durch falsche
Nutzung eines Modells Schaden verursachen. KI-Red-Teaming schlief3t
diese Lucke. Es ersetzt weder AppSec noch ML Security, sondern er-

ganzt sie um eine systemische Perspektive.

In klassischen Sicherheitsmodellen sind Rollen klar verteilt: Red Teams
greifen an, Blue Teams verteidigen. KI-Red-Teaming verschiebt dieses
Verstdndnis. Das Red Team agiert hier nicht gegen Entwickler oder Sys-
teme, sondern gegen implizite Gewissheiten. Es stellt Annahmen in-

frage, die im Alltag selten explizit formuliert werden:

e Nutzer verstehen die Grenzen des Systems
e OQutputs werden kritisch geprift
e Automatisierung verandert die Wirkung nicht

e Verantwortung bleibt klar zugeordnet
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Das Blue Team sichert weiterhin technische Komponenten, tiberwacht
Betrieb und reagiert auf Vorfalle. Das Purple Team tbernimmt im Kil-
Kontext eine besonders wichtige Rolle: Es libersetzt Red-Team-Erkennt-
nisse in organisatorische Entscheidungen. Kl-Red-Teaming ist kein
Wettbewerb zwischen Teams; es ist ein kooperativer Erkenntnispro-

Z€ss.

1.3 Typische Einsatzszenarien

Kl-Red-Teaming entfaltet seine grol3te Wirkung dort, wo Kl-Systeme
produktiv eingesetzt werden und reale Entscheidungen beeinflussen.

Typische Szenarien sind folgende:

e Chatbots mit Kunden- oder Mitarbeiterkontakt

¢ RAG-Systeme mit Zugriff auf interne Dokumente

¢ Entscheidungsunterstitzung in sensiblen Doméanen
e Agenten mit Tool- oder Systemzugriff

e Automatisierte Workflows mit geringer menschlicher Kontrolle

Je hoher der Automatisierungsgrad und je grof3er die Reichweite eines
Systems, desto relevanter wird KI-Red-Teaming. Nicht weil diese Sys-
teme ,unsicherer” sind, sondern weil ihre Fehlannahmen schneller und
weiter wirken. Allerdings ist KI-Red-Teaming kein Schutzmechanismus.
Es verhindert keine Angriffe, es patcht keine Systeme und es garantiert
keine Sicherheit. Seine Starke liegt in der Explizierung von Risiken, nicht

in ihrer Eliminierung. Es kann aufzeigen, wo Annahmen falsch sind,
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welche Schadenspfade plausibel sind und welche Entscheidungen dar-

aus folgen sollten.
Was KI-Red-Teaming nicht leisten kann:

e Vollstandige Abdeckung aller Nutzungsszenarien
e Vorhersage aller zukiinftigen Missbrauchsformen

e Technische Absicherung gegen alle Risiken

Diese Grenzen sind kein Mangel, sondern eine Voraussetzung fir Ehr-

lichkeit. KI-Red-Teaming verspricht nicht Kontrolle, sondern Erkenntnis.

Fassen wir zusammen: KI-Red-Teaming ist keine neue Spielart klassi-
scher Sicherheitstests, sondern eine Antwort auf ein neues Sicherheits-
problem: Systeme, die korrekt funktionieren und dennoch schaden kon-
nen. Die folgenden Kapitel verschieben den Fokus schrittweise von der
Definition zur Methode, von der Methode zu den Angriffsflachen und

von den Angriffsflachen zu realistischen Schadenspfaden.

Ab hier geht es nicht mehr um Begriffe. Ab hier geht es um Annahmen

— und was passiert, wenn sie nicht gelten.
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Grafikdesign mit Scribus

In diesem Handbuch erfahren
Sie alles, um mit Scribus ein
professionelles Projekt umzu-
setzen — angefangen bei der
Entwicklung kreativer ldeen
bis zur konkreten Gestaltung.
Preis: 24,99 EUR

Umfang: 420 Seiten

Virtuelle Maschinen

mit VirtualBox 7.x

So verwandeln Sie einen
Rechner in ein ganzes Netz-
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gebung auf. Dieses Handbuch
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Nutzung ein.
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Warum wir ' mehr Hacker brauchen

BRAIN-MEDIA DE

XVI | Mehr von Brain-Media.de
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Erscheint: Friihjahr 2026

Code or die - Warum wir
mehr Hacker brauchen

Ein Manifest fir mehr digitale
Selbstbestimmung, Neu-
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sellschaft von morgen braucht
Digitalkompetenzen.
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Private Kl - KI-Systeme lokal
betreiben, kontrollieren und
verantworten
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. Systemen.

unld \;reraptworte “.
|
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= ¥ Kl Incident Response - Wie
= man Sicherheitsvorfalle in KI-
Systemen erkennt, eindammt
Wi Sicherpetsvordle und verantwortet
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. onen fur kritischen KI-Vorfalle.
Umfang: 140 Seiten

Preis: 16,99 EUR
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